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Abstract
Twitter presents an unparalleled opportunity for researchers from various fields to gather valuable and genuine textual data from millions of people. However, the collection process, as well as the analysis of these data require different kinds of skills (e.g. programming, data mining) which can be an obstacle for people who do not have this background.

In this paper we present CATS, an open source, scalable, Web application designed to support researchers who want to carry out studies based on tweets. The purpose of CATS is twofold: (i) allow people to collect tweets (ii) enable them to analyze these tweets thanks to efficient tools (e.g. event detection, named-entity recognition, topic modeling, word-clouds). What is more, CATS relies on a distributed implementation which can deal with massive data streams.
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Introduction
Twitter is a popular micro-blogging service available in most of the world, which allows users to publish short 140-character messages, i.e. tweets. Through these tweets, people share, discuss and forward information about vari-
ous kinds of events in real-time. On the other hand, Twitter provides an unprecedented opportunity for researchers from numerous fields (e.g. health, linguistics, politics) to collect valuable textual data on a continuous basis. Collecting a large amount of tweets, storing them and analyzing them efficiently requires both programing and data mining skills. This is a problem for a lot of researchers who do not have those skills, nor the resources to work with computer scientists, and this is especially true in social sciences. Thus, there is a need for a tool that would allow these researchers to easily carry out studies based on tweets. This tool should be (i) free, (ii) easy to use, and (iii) able to handle large amounts of data. Even though there are already several tools to tackle this issue, none of them combines the three aforementioned requirements. We address this issue with regards to these three points by proposing CATS (Collection and Analysis of Tweets made Simple), which is an (i) open source\footnote{Sources: https://github.com/CATS-Project/CATS}, (ii) Web based and (iii) distributed application for easily collecting and analyzing large scale corpora of tweets. The purpose of CATS is to enable any researcher to create a corpus of tweets with specific demands, even without any programing background. Not only does CATS allow researchers to collect tweets, it also enables them to analyze these tweets efficiently thanks to advanced text mining techniques and adapted visualizations.

Proposed Tool
CATS is meant to be an evolutive application. It will be continuously updated with the latest corpus analysis tools developed by the labs involved in the project. In this section, we present the current features, the implementation and the performance of CATS. Figure 1 gives an overview of the way CATS works.
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\caption{Researchers interact with the tweet collection dashboard to create corpora which suit their needs; CATS then collects data via the Twitter streaming API and stores them into distinct databases (i.e. one per corpus). Eventually, through the tweet analysis dashboard, researchers can explore these corpora in details with the help of text mining and visualization tools.}
\end{figure}
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\caption{The collection dashboard allows the creation of a new corpus. It also lists corpora which are being collected or have already been collected.}
\end{figure}
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\caption{The analysis dashboard allows filtering, browsing and mining a corpus of tweets.}
\end{figure}
Features

Tweet collection. Researchers registered on CATS have their own private workspace. They can collect a corpus of tweets (see Fig. 2) during the period of their choice (e.g. a week, a month), using one of four collection methods: tweets matching one or more keywords; tweets published by a set of Twitter accounts; tweets geo-tagged within bounding boxes (i.e. pairs of coordinates); the non-random 1% sample of tweets delivered by Twitter. In all cases, researchers can specify a particular language for the tweets which will be collected.

Tweet analysis. Researchers can analyze a corpus at any time thanks to the analysis dashboard (see Fig. 3) which is updated daily with the latest tweets collected. It features three modules: (i) corpus filtering, (ii) browsing and (iii) mining.

The filtering module enables researchers to define sub-corpora based on the content or publication date of tweets. Thus, CATS users can analyze and compare results obtained through the browsing and mining modules on specific parts of the corpus.

The browsing module is composed of two functions. First, the vocabulary browser designed to provide an overview of the set of tweets the researcher wants to analyze. The vocabulary is the list of all the words present in the corpus ordered according to their frequency after lemmatization. It can either be downloaded or visualized in CATS as an interactive word-cloud (see Fig. 4) connected to the tweet browser.

Secondly, the tweet browser provides a detailed view of specific words in context by displaying all the tweets in which they appear (see Fig. 5). It can either be accessed by manually specifying words or by clicking on a word in the aforementioned word-cloud.

The mining module is composed of three sections: named-entity recognition, topic modeling and event detection.

Named-entity recognition consists in automatically locating names of people, organizations and locations in tweets [1]. It is possible to interact with the named-entities in the same two ways as with the vocabulary (see Fig. 6).

Topic modeling is a way of automatically discovering hidden themes pervading a collection of tweets. Topic models can help organizing, understanding, and summarizing large amounts of tweets. As of now, one topic model is available in CATS, namely Latent Dirichlet Allocation (LDA) [2]. Event detection consists in automatically identifying and describing (temporally and textually speaking) events reported in tweets. Currently, CATS relies on Mention-anomaly-based Event Detection (MABED) [6]. The results of both the topic modeling and event detection algorithms are displayed in the same way: i.e. an ordered list of topics/events, each topic/event being described by a weighted list of the most meaningful words.

It is possible to download any corpus or sub-corpus of tweets, as well as any kind of data generated with the aforementioned functions (e.g. vocabulary, named-entities, topics, events) at any moment in a CSV file, so that CATS users can use other tools to analyze their corpora.

Implementation

CATS is a Web based, parallelized and distributed application written in Python. It collects tweets through the Twitter streaming API and stores them via a NoSQL, document-oriented database management system, namely MongoDB [3], so that researchers have their own database. CATS scales horizontally by adding more nodes (i.e. MongoDB instances), using either a shared everything architecture on a single server or a shared nothing architecture on a cluster of servers.

In addition to the meta-data provided by Twitter about each
tweet (e.g. language, geo-location), CATS extracts and stores advanced meta-data using natural language processing functions available through the NLTK Python package [1]. The meta-data are either directly accessible by CATS users (e.g. named-entities mentioned in tweets) or serve as an input for mining algorithms (e.g. lemmatized tweet content) in order to provide optimal results.

**Performance**
In order to maximize efficiency, most of the operations performed by CATS are parallelized and distributed using MapReduce. Figure 7 highlights the scalability of CATS, by showing that (i) meta-data extraction time grows linearly in the number of tweets, and that (ii) it drops by a factor of 10 when comparing the single-thread instance of CATS with a 12-thread one. Figure 8 shows that the processing time drops by an average factor of 6 for the extraction of the vocabulary, while it drops by an average factor of 4 for named-entity recognition by going from one to three MongoDB instances on a single server.

**Demonstration**
During the demo, we will showcase the different functions CATS has to offer, with the aim of demonstrating their usefulness for researchers from various fields. CSCW attendees will be able to analyze two corpora; a large scale corpus gathered in a previous study [5] (several million tweets), and one which will be collected in real-time through the hashtag of the conference (#CSCW2016) with the aim of enhancing the conference experience for attendees.

We will provide credentials to every interested attendee, so that they can access CATS anytime during the conference. This will allow them to have a hands-on experience with CATS, enabling them to analyze the topics pervading the discussions happening on the hashtag of the conference, or to identify trending papers and presentations for example. We will also offer longer-term credentials for attendees who are interested in using CATS for their own research via our dedicated server3.

**Conclusion**
CATS is the result of the cooperation between researchers from social and computer sciences, and aims at bridging the gap there is between these two disciplines. The end goal of CATS is to represent a common platform for researchers from any background, so that anyone can take advantage of the ever-growing resources that social media have to offer. In this paper, we have described the current state of CATS. Several improvements are being developed, among which are an algorithm for opinion mining [4] and more sophisticated visualizations.
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